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Improvements to the Finite-Difference 
Time-Domain Method for Calculating 

the Radar Cross Section of a 
Perfectly Conducting Target 

Abstract -The finite-difference time-domain (FDTD) method has been 
used extensively to calculate scattering and absorption from both dielec- 
tric objects and perfectly conducting objects. Several improvements to 
the FDTD method for calculating the radar cross section (RCS) of a 
perfectly conducting target are presented in this paper. Sinusoidal and 
pulsed FDTD excitations are compared to determine an efficient method 
of finding the frequency response of targets. The maximum cell size, the 
minimum number of external cells, and a new method to eliminate field 
storage in the shielded internal volume of perfect conductors to reduce 
the computer storage requirements of FDTD are discussed. The mag- 
netic field dc offset induced by surface currents on perfectly conductive 
objects is observed and its effects removed by postprocessing to achieve 
convergence of RCS calculations. RCS calculations using the FDTD 
method in two dimensions are presented for both square and circular 
infinite cylinders illuminated by both TE and TM polarized plane waves. 
The RCS of a metal cube in three dimensions is also presented. Good 
agreement between FDTD calculations and theoretical values is achieved 
for all cases, and parameters necessary to achieve this agreement are 
examined. 

I.  INTRODUCTION 
H E  FINITE-DIFFERENCE time-domain (FDTD) T method has been used extensively to calculate scat- 

tering and absorption from both dielectric objects and 
perfectly conducting objects. Applications of this method 
include human body dosimetry studies for electromag- 
netic safety [ l ]  and hyperthermia [2], analysis of mi- 
crostrip circuits [3], [41, studies of electromagnetic pulse 
(EMP) interaction with targets [5], and radar cross section 
(RCS) calculations [61. 

The complete RCS signature of a target is described by 
the frequency response of the target illuminated by plane 
waves from all possible physical angles. Realistic targets 
are frequently very large (of the order of 10h or more) 
and are often largely made up of highly conductive mate- 
rials. In this study several improvements to the FDTD 
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method for calculating the RCS of a perfectly conducting 
target are presented. The efficiencies of sinusoidal and 
pulsed FDTD excitations in determining the frequency 
response of a target are compared in Section 11. Methods 
to reduce the large computer storage requirements of 
FDTD are discussed in Section 111. The maximum cell 
size and the minimum number of external cells are stud- 
ied to determine the minimum model size, and a new 
method to eliminate field storage in the shielded internal 
volume of perfect conductors is demonstrated. In Section 
IV a dc offset in the magnetic fields around highly con- 
ductive objects is observed to cause oscillation in the 
frequency-domain calculations and hence in the RCS 
calculations. Methods to remove these oscillations in both 
continuous wave (CW) and pulsed FDTD through post- 
process averaging are shown to achieve proper conver- 
gence of RCS calculations. RCS calculations using the 
FDTD method in two dimensions are presented for both 
square and circular infinite cylinders illuminated by both 
T E  and TM polarized plane waves. The RCS of a metal 
cube in three dimensions is also presented. Good agree- 
ment between FDTD calculations and theoretical values 
is achieved for all cases, and parameters necessary to 
achieve this agreement are examined. 

11. COMPARISON OF CW AND PULSED FDTD 

Calculation of the complete RCS signature of a target 
requires computation of its frequency response. This can 
be done using the FDTD method in one of two ways. 
First, the CW FDTD solution may be found in the steady 
state for sine wave illumination [6]. This method requires 
an individual FDTD run for every frequency of interest. 
An alternative approach is to use FDTD with a time- 
limited pulsed plane wave excitation (pulsed FDTD) and 
take the Fourier transform of the time-domain waveforms 
to obtain the frequency response of the target. This 
method provides the complete frequency response from a 
single FDTD run. 

The major advantage of pulsed FDTD over CW FDTD 
is that pulsed FDTD can obtain results over a broad 
frequency band from a single FDTD run with little or no 
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more computational effort than that required for a single 
CW FDTD run at the highest frequency of interest. The 
modeling requirements (cell size and model size) for the 
pulsed FDTD are identical to those required for the 
highest frequency CW FDTD run. The cell size is chosen 
for both methods on the basis of the minimum wavelength 
in the model (Amin) .  This is a function of the electrical 
properties of the target and the highest incident fre- 
quency. The incident plane wave pulse is chosen to be 
band limited to the highest frequency of interest, so that 
the highest frequency in pulsed FDTD is identical to the 
highest frequency (the only frequency) in CW FDTD. 
Since both the electrical properties of the target and the 
highest frequency to be modeled are identical, the physi- 
cal models are also identical for pulsed FDTD and CW 
FDTD. 

Two kinds of pulses are commonly used for pulsed 
FDTD: Gaussian [3]  and raised cosine [4]. The raised 
cosine is broader in time, and the frequency spectra of 
the two pulses are very similar. The raised cosine pulse 
was used in this study because its width in time is identi- 
cal to one period of the sinusoidal excitation used for CW 
FDTD. The raised cosine pulse is given by 

E z ( t )  =1-cos(2.rrFbt), t < l / F ,  

0, t > l / F , .  (1) 

The pulse used for most test cases in this study has Fb = 4 
GHz. If a cell size of A x  = A m i n  /20 is used and the time 
step is chosen so that At = A x / 2 c , ,  for generous stability 
of the FDTD algorithm [61, then this pulse is about 40 
time steps broad, as is one period of the CW sinusoid. A 
Gaussian pulse with the same bandwidth could be as 
narrow as 20 time steps [ 3 ] .  Convergence is determined 
for pulsed FDTD when the pulse has decayed to 0 at all 
points in the FDTD problem space. Similarly, conver- 
gence for CW FDTD is determined when the sinusoid has 
reached a steady-state oscillation at every point. In all of 
our calculations, we observed that a time duration equal 
to that needed for highest frequency CW FDTD runs was 
sufficient to obtain converged solutions for the pulse. This 
result is most interesting since we would have expected to 
need a longer time-domain representation because of the 
lower frequency components contained in the pulse. These 
lower frequencies would have taken longer to converge 
had CW FDTD runs been made at these frequencies. In 
future work it would be interesting to study this observa- 
tion in greater depth because of the high numerical 
efficiency that this implies. 

CW and pulsed FDTD differ in the method used to 
determine the magnitude and phase of the frequency- 
domain solution. In CW FDTD, the envelope and the 
phase are determined directly from the time-domain 
steady-state waveforms. In this study a difference-based 
peak detection scheme was used for this purpose. Three 
successive points in time were compared to determine 
when a peak had been reached. The peak value (magni- 
tude of the envelope) was then recorded as the center of 

the three values. The phase was determined by subdivid- 
ing one period (360") by the number of time steps in one 
period of the sinusoid. For a cell size of A/20 (time step 
corresponding to A/40), this subdivision is 9". The phase 
was recorded as the nearest subdivision when the peak 
was reached, so a phase error of j~ 4.5" for a A / 2 0  cell 
size was inherent in this method. This simple method was 
chosen for this study to make the computational times for 
CW and pulsed FDTD as nearly equivalent as possible. 
More accurate methods of magnitude and phase detec- 
tion could be used, but would require more computer 
storage and computation time. 

This simple envelope and phase detection algorithm 
requires storage of the positive and negative peaks of the 
sinusoid and the integer associated with the phase. This 
gives a storage overhead of two real and one integer 
values for each field component at every cell where the 
frequency response is calculated. For RCS calculations, 
the frequency response is needed for all cells on an 
enclosed volume surrounding the scatterer in three di- 
mensions or an enclosed surface in two dimensions. For 
3-D calculations, this overhead is of the order of 1 8 N 2  in 
addition to the basic FDTD storage requirement of 6 N 3 ,  
where N is the number of cells on a side of the problem 
space. 

The magnitude and phase of the envelope are deter- 
mined in pulsed FDTD by taking the discrete Fourier 
transform of the time-domain waveforms. The discrete 
Fourier transform (DFT) is given by 

N - l  

G( k A f )  = A t  g (  n A t )  exp 
n = 0 

k = 0 , 1 , 2  ,..., NF ( 2 )  

where g ( n A t )  is the discrete time-domain field value 
(from FDTD), n is the time step index, N is the length of 
the DFT (number of available frequencies), A f = 1 / ( N A t )  
is the frequency resolution, and k is the frequency index. 
The magnitude and phase of G ( k A f )  are equivalent to 
the magnitude and phase of the steady-state envelope for 
the frequency F = k A  f. The summation in (2) is updated 
at every FDTD time step, and the final values are normal- 
ized by the DFT of the incident pulse. The complex value 
G ( k A f )  must be stored for every field component at each 
frequency of interest and at every cell where the fre- 
quency response is calculated. The storage overhead for 
this case is of the order of 12N2 *NF, where NF is the 
number of frequencies being examined. For single fre- 
quency calculation, the storage overhead for pulsed FDTD 
is smaller than for CW FDTD. The overhead for pulsed 
FDTD increases linearly with the number of frequencies. 
Since this overhead is small compared to the basic FDTD 
storage, both methods require very nearly the same com- 
puter storage. 

It is worth noting that the DFT algorithm is more 
efficient than the fast Fourier transform (FFT) algorithm 
for computing the frequency response from pulsed FDTD 
because only a limited number of the available frequen- 
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cies are of interest. Consider, for example, a 4 GHz 
band-limited raised cosine pulse with a cell size of 
A,,,/20. If Af is chosen to be 0.125 GHz, then the 
number of available frequencies is N = 1280. Frequencies 
above 4 GHz are not significant, however, because of the 
band limitation of the pulse, so only a maximum of 32 
frequencies (not counting dc) may be of interest. Since N 
must always be greater than or equal to the number of 
FDTD time steps, only a small portion of these N fre- 
quencies will be significant. The DFT algorithm is more 
efficient than the FFT algorithm for cases such as this, 
where only a small portion of the available frequency 
spectrum is actually computed. 

Results calculated using CW and pulsed FDTD were 
found to be nearly identical. The bistatic RCS of a square, 
perfectly conducting infinite cylinder in two dimensions 
was calculated using FDTD with a CW frequency of 4.25 
GHz or a raised cosine with Fh = 4.25 GHz. A cell size of 
A x  = A,,, / 2 0 ~  was used for comparison with previously 
published results [7]. The FDTD space includes the scat- 
terer surrounded by a total field region and then a scat- 
tered field region and the absorbing boundary as in [71. 
Second-order Mur boundary conditions on the electric 
fields were used to absorb outgoing waves [8], and the 
absorbing boundary was located 15 cells from the cylin- 
der. The cylinder was modeled with 20 cells on a side. 
The solution converged well after 350 time steps for both 
methods. The frequency-domain scattered fields were 
computed during time stepping on a square contour five 
cells from the outer boundary of the model, transformed 
to the far field, and integrated using trapezoidal integra- 
tion to find the bistatic RCS. Adjustment of the magnetic 
field offset as described in Section IV was used. The 
bistatic RCS of the square cylinder is shown in Fig. 1 for 
both CW (solid line) and pulsed FDTD (solid dots) solu- 
tions. Both methods agree with previously published re- 
sults [7]. A maximum variation between CW and pulsed 
FDTD solutions of 3% was observed, and the average 
variation was less than 2%. 

Computation times for CW and pulsed FDTD were 
compared for the square cylinder test case described 
above. Table I shows a comparison of CPU time required 
in each portion of the CW and pulsed codes for a single- 
frequency analysis (at f = 4.25 GHz) and for a complete 
frequency response analysis (17 frequencies up to f = 4.25 
GHz, Af = 0.25 GHz). The computation time required 
for the single-frequency run was nearly identical for CW 
and pulsed FDTD. To obtain the bistatic RCS for 17 
frequencies, however, the CW FDTD would have to be 
rerun 17 times. If the model is unchanged, this would 
require 17 times as much computational time as the 
single-frequency run. Some savings could be achieved by 
modeling the cylinder with a coarser grid at lower fre- 
quencies. With these savings, it is estimated that the RCS 
could be calculated for 17 frequencies with about nine 
times the computational time required for single- 
frequency calculations. It should be noted that the use of 
coarser grids might be prohibited by the small physical 

I O\ 

n n  

Fig. 1. Bistatic RCS of a square, perfectly conducting infinite cylinder: 
comparison of CW and pulsed FDTD. Values are shown for pulsed 
FDTD with cell sizes ranging from Ax = A,,, / 2 0 ~  to Ax = A,,, / 4 ~ .  
f = 4.25 GHz. 

characteristics of certain scatterers (thin plates, struts, 
slots, etc.). Multiple-frequency analysis using pulsed 
FDTD, on the other hand, would require only the single 
FDTD run and additional DFT and RCS calculations for 
each additional frequency. These additional computations 
increased the computation time of the pulsed FDTD run 
by about 3.5 times, as compared with nine to 17 times for 
the CW FDTD run. Overall, the CW FDTD would re- 
quire three to five times as much computation time as the 
pulsed FDTD for calculation of the RCS at 17 frequen- 
cies. 

Savings of this sort are not exclusive to this test case. In 
general, CW and pulsed FDTD require very nearly the 
same amount of computation time for a single-frequency 
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analysis, and pulsed FDTD is significantly more efficient 
than CW FDTD for multiple-frequency analysis. Memory 
requirements for pulsed FDTD are virtually identical to 
those of the highest frequency CW FDTD run, and the 
two methods yield nearly identical frequency-domain re- 
sults. It should be noted that to conserve time in all test 
cases in this study, the envelope and phase were calcu- 
lated only for the surface points used in the near-to-far 
field transformation. For the above test cases, a square 
contour 41 cells on a side was used, requiring envelope 
and phase computation at 160 points. 

One limitation of using pulsed FDTD with the tradi- 
tional FDTD algorithm is that the electrical properties of 
the scatterer ( e r ,  p r ,  and a )  are assumed not to vary 
significantly within the frequency band of interest. This 
limitation may be overcome in one of two ways. Either 
the pulsed FDTD solution may be used one frequency at 
a time or a modified FDTD algorithm for materials with 
frequency-dependent properties may be used [9]. 

111. MINIMIZATION OF COMPUTER 
STORAGE REQUIREMENTS 

Realistic targets for FDTD RCS computation may span 
over ten wavelengths and require over a million cells for 
three-dimensional modeling. Storage for models of this 
magnitude may exceed seven megawords. It is desirable to 
minimize the storage required in order to maximize the 
target size that can be modeled with a given storage limit. 
Also, since the computation time for FDTD is directly 
proportional to the number of cells in the model, mini- 
mizing the model size maximizes the overall efficiency of 
the algorithm. In this section, the use of the maximum 
cell size and the minimum spacing between the target and 
the absorbing boundary are discussed to minimize the 
model size. A new method to eliminate field storage in 
the shielded internal volume of metallic scatterers is also 
presented to further reduce memory requirements. 

A. Maximum Cell Size 
The maximum cell size for FDTD modeling, A x ,  has 

been suggested to be between Ami,/10 and Ami,/20 
based on the numerical error in the spatial derivatives [6]. 
In practice, however, researchers have used cell sizes 
ranging from A m i n  /4 [61 to Ami,  /200 [71. In order to 
determine what cell sizes are practical for RCS calcula- 
tions of simple scatterers, comparisons of different cell 
sizes were made for a square metal cylinder illuminated 
by a TM polarized plane wave, a metal cube, and a 
circular metal cylinder illuminated by both TM and TE 
polarized plane waves. 

To determine the maximum usable cell size for square 
and rectangular targets, the bistatic RCS of the square 
metal cylinder discussed in Section I1 was computed using 
pulsed FDTD with cell sizes ranging from approximately 
A m i ,  /60 to Ami, / lo. The square cylinder was first mod- 
eled with 20 cells on a side and a cell size of A x  = 

A m i n  /207r. The cylinder was then modeled with five cells 
on a side and a cell size of A x  = Ami,  / 5 ~ .  The average 

d " - Variational Techniques [I31 
- 10 0 AX - hmln/ZO - 

- 15 0 A x - h m l n / 1 0  - 

0 AX - hmln/5  

A AX - h m l n / 2  5 
-20 - 

- 25 - 

-30 I I 

0 5 10 15 
4 s / h  

Fig. 2. Backscattered RCS of a perfectly conducting cube: comparison 
of cell size. 

deviation between these results and those calculated with 
A x  = Ami, / 2 0 ~  is about 6.5%. The cylinder was finally 
modeled with four cells on a side and a cell size of 
A x  = Ami, /47 .  The average deviation between these re- 
sults and those calculated using A x  = Ami,  / 2 0 ~  is about 
34%, with a maximum deviation of 60% at some angles. 

A similar test was made to determine the maximum 
allowable FDTD cell size for a metal cube in three 
dimensions. A TM polarized raised cosine pulse plane 
wave band limited to 4 GHz was used to illuminate the 
cube. For cell sizes of A x  = Ami,/20, A m i n / l O ,  and 
Ami,  /5, the cube was modeled with 50 cells on a side; for 
A x  = Ami, /2.5,  the cube was modeled with 20 cells on a 
side. All models had nine cells between the cube and the 
absorbing boundary. Results are shown in Fig. 2 for the 
backscattered RCS of the cube as a function of wave- 
length and cell size and are compared to results from 
variational techniques [ 131. All values shown for a given 
A x  were calculated from a single pulsed FDTD run. It 
was found from these test cases that a cell size as low as 
Ami,  /5 is sufficient to compute the RCS of cubical metal 
targets. It appears that the poor performance of the 
square cylinder test case at these cell sizes was the result 
of a very small model rather than large cell size. 

The maximum usable cell size was then examined for a 
circular metal cylinder illuminated by a TM polarized 
plane wave. Since the boundary of this and other curved 
targets is modeled by a stepped approximation rather 
than an exact boundary, it was expected that a slightly 
smaller cell size must be used to obtain accurate results. 
A TM polarized plane wave with a 4 GHz band limited 
raised cosine pulse was used to illuminate the cylinder. 
For a cell size of A x  = A m i ,  /60 the cylinder was modeled 
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0 
0.0 1.0 2,0 3.0 

k*radius 
Backscattered RCS of a circular, perfectly conducting infinite 

cylinder (TM polarization): comparison of cell size. Radius = 0.0375 
m. maximum frequency = 4 GHz. 

Fig. 3. 

with a 60 cell diameter, for A x  = Amin /30 the cylinder 
was modeled with a 30 cell diameter, and for A x  = 

A,,,/20 the cylinder was modeled with a 20 cell diame- 
ter. Results are shown in Fig. 3 for the backscattered 
RCS of the circular metal cylinder as a function of fre- 
quency ( k  = 2 5 ~ F / c )  and cell size. Analytical results were 
calculated from the Bessel function expansion of the 
fields around the cylinder and compared to published 
results [ 111. The average deviation between theoretical 
and FDTD calculated results is 3.7% for A x  = Ami,, /60, 
4.5% for A x  = Ami, /30, and 18.1% for A x  = Ami,, /20. In 
general, a cell size between Ami,/20 and A,,,/30 is 
sufficient to compute the RCS of TM polarized circular 
metal cylinders to within 10% error. As expected, a 
slightly smaller cell size must be used to model curved 
rather than square targets. It is likely that the use of 
boundary fitted coordinates as in [6] and [14] may relax 
this requirement. 

The maximum allowable cell size was also examined for 
a circular metal cylinder illuminated by a T E  polarized 
plane wave. It is expected that the circular cylinder illumi- 
nated by a T E  polarized plane wave would be more 
susceptible than a TM illuminated cylinder to errors 
induced by step modeling of the curved surface because 
of the existence of creeping waves in this polarization. A 
TE polarized raised cosine pulsed plane wave band lim- 
ited to 4 GHz was used to illuminate the cylinder. The 
model parameters used were identical to those used for 
the TM illuminated circular cylinder described above. 
Results are shown in Fig. 4 for the backscattered RCS of 
the circular metal cylinder as a function of frequency 
( k  = 27rF/c) and cell size. Analytical results were calcu- 
lated from the Bessel function expansion of fields around 
the cylinder and verified by comparison with [ l l ] .  The 
average deviation between analytical and FDTD results is 

2.0 

1.5 

- 
U) 3 

U 
.- 
2 1.0 

3j 
t2 

0 
U 

v 

0.5 

0 8 0 
0 

0.0 
0.0 1.0 2,0 3.0 

k*radius 
Fig. 4. Backscattered RCS of a circular, perfectly conducting infinite 

cylinder (TE polarization): comparison of cell size. Radius = 0.0375 
m, maximum frequency = 4 GHz. 

6.8% for A x  = Ami,/60, 10.1% for A x  = A,,, /30, and 
26.6% for A x  = Amin /20. A cell size of about A m i n  /30 is 
sufficient to compute the RCS of T E  polarized circular 
cylinders to within 10% error. As expected, a slightly 
smaller cell size must be used to model a circular cylinder 
illuminated by TE rather than TM polarization. 

In conclusion, it is desirable to model a target with the 
largest possible cell size to minimize the number of FDTD 
cells required. Appropriate cell sizes to model the RCS 
within 10% error were found to be as low as Ami,/5 for 
square/rectangular objects, Ami ,  /20 to Amin /30 for 
curved objects illuminated by TM polarization, and about 
Ami,, /30 for curved objects illuminated by T E  polariza- 
tion. 

B. Minimum Number of External Cells 
The total number of FDTD cells can be minimized by 

using the largest possible cell size to model the target and 
the minimum number of cells external to the target. The 
required number of cells between the target and absorb- 
ing boundary depends on the quality of the boundary 
condition used, the size of the target and its scattering 
nature, and the size of the cells. This idea has been 
discussed in general by Moore [12], among others, but 
specific target-boundary separations have not been dis- 
cussed in detail. Separations ranging from 0. 17Amin to 
0.32 Amin and eight cells to 20 cells have been used in 
practice [6]. 

Tests to determine the minimum practical spacing be- 
tween the target and the absorbing boundary were made 
on a square perfectly conducting infinite cylinder. Outgo- 
ing waves were eliminated on the absorbing boundary 
using second-order Mur boundary conditions on the elec- 
tric field [SI. This boundary condition is expected to 
achieve complete absorption of waves normally incident 
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on the boundary, and a 3% reflection is expected for 
waves incident at 45”. The square cylinder was used as the 
test case because of the expectation that a significant 
portion of the fields will be scattered in off-normal angles 
of incidence, thereby making it a worst-case test case. A 
raised cosine plane wave pulse with Fb = 4.25 GHz was 
used to illuminate the cylinder. The square was first 
modeled with 15 cells between the cylinder and the ab- 
sorbing boundary, A x  = A,,, / 5 7 ,  and five cells on a side. 
The bistatic RCS of the cylinder at 4.25 GHz is shown in 
Fig. 1 (open circles). The spacing between the cylinder 
and the absorbing boundary was then reduced to six cells. 
Results for the bistatic RCS at 4.25 GHz were altered by 
about 2%, so it appears that six cells provide sufficient 
spacing between the cylinder and the absorbing boundary. 
This is a distance of 0.38Am,,. Reducing the boundary 
layer from 15 cells to six cells for the Ax = A,,, / 2 0 ~  
calculation in Fig. 1 altered the RCS by about 2%. This is 
a spacing of 0.095 A,,,. No fewer than six cells could be 
used in the algorithm as we have programmed it, so 
smaller spacings were not examined. A minimum spacing 
of six cells is required because three cells are required to 
absorb the outgoing waves at the boundary, one cell is 
required to store scattered fields which are used to calcu- 
late RCS, one cell is required to insert the incident plane 
wave, and one cell is required to properly match the 
boundary conditions on the surface of the scatterer. 

A minimum spacing of six cells between the target and 
the absorbing boundary was not sufficient to provide good 
results for a metal cube in three dimensions, however. 
Backscattered RCS’s of the metal cube for cell size rang- 
ing from A x  = A,,, /20 to A,,, /2.5 are shown in Fig. 2. 
These models were found to require eight to nine cells 
between the cube and the absorbing boundary to achieve 
good agreement between analytical and calculated values. 

It appears in general that a cell spacing of six to nine 
cells between the target and the absorbing boundary is 
sufficient to adequately absorb the outgoing waves using 
second-order Mur boundary conditions. This spacing was 
sufficient for cell sizes ranging from about A / 2 0 ~  to 
A/2.5. Smaller spacings were not examined because of 
the minimum requirements of the programmed algorithm. 
While it is possible that models requiring larger spacings 
may exist, this six to nine cell approximation provides a 
good starting approximation for the minimum spacing 
between the target and the absorbing boundary. 

C. Elimination of Field Storage in Shielded Internal Volume 
Many RCS targets are largely made up of metal, which 

may be assumed to be a perfect conductor at high fre- 
quencies. Since the electromagnetic fields inside a perfect 
conductor are zero, many of the FDTD cells in models of 
RCS targets contain zero field values. There is no need to 
store and compute these fields using FDTD, because they 
are always zero. Slight improvement in the numerical 
accuracy and stability of the algorithm is in fact achieved 
by defining fields in these cells to be zero rather than 
trying to compute them as infinitely small values. Substan- 

Fig. 5.  Linear indexing scheme for elimination of field storage in 
shielded internal volume ( 2 A  X 2 A  square metal cylinder embedded in 
6 6  X 6A total volume). 

tial savings in storage can be achieved by not storing field 
values in these cells. 

A simple algorithm to eliminate storage of the fields in 
the shielded internal volume where they are known to be 
zero is now described. A single-dimensioned integer array 
of length Nxyz is established, where N,,, is the total 
number of FDTD cells. This array is filled with integers 
assigning a cell number to each cell. The cell number is 
incremented for every cell until a “metal” cell is reached, 
and the cell number for any “metal” cell is assigned as 0. 
The indexing scheme for a simple square scatterer is 
shown in Fig. 5. The storage savings are achieved because 
the field components (six in three dimensions, three in 
two dimensions) in each cell can now be stored in single- 
dimensioned arrays dimensioned from 0 to N,,,,, where 
N,,, is the number of nonmetal cells, instead of the 
traditional three-dimensioned arrays with a total length of 
N,,,. Field values in the 0 index are always defined to be 
0.0, and field values in the other indices are calculated 
using FDTD. This algorithm was used for all of the 
two-dimensional test cases shown above. This algorithm 
does not change the FDTD computed field values (assum- 
ing that fields have always been assigned to be zero in 
appropriate cells), because only the indexing scheme used 
to store the field values is changed, not the values or the 
computations themselves. 

The storage savings in three dimensions is given by 

savings( bits) = 6 * Rblt,  * N,,, - I,,,[, * (3) 

where Rhlt5 is the number of bits used to represent real 
numbers, Iblt5 is the minimum number of bits which can 
be used to represent the integer array, N,, is the number 
of “metal” cells, and Nxyz is the total number of FDTD 
cells. The first term in (3 )  is the savings from not storing 
real field arrays in “metal” cells, and the second term is 
the additional overhead from the indexing array. For 
example, with 3.5 megawords of memory, a metal cube 
can be modeled with 64 cells on a side in a model 78 cells 
on a side. The total model was 474552 cells, 262144 of 
which are “metal.” If real words are represented by 
Rblt, = 32, and the indexing array is represented by Ih,t, = 

19, then a savings of 41 315 160 bits will be observed. This 
is equivalent to 1291 098 real words, which would allow 
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Fig. 6.  The dc offset in H,(f)  component for circular, perfectly conducting infinite cylinder (TM polarization). Incident 

field is 1 V/m raised cosine pulse, F,, = 4 GHz, Ax = A,,, /20 = 0.375 cm, radius = 10Ax = 0.0375 m. H, and H ,  are 
shown normalized by 754. (a) E,(t), H J t ) ,  H,(r) at point A showing dc offset in pulse calculations. (b) H,(t) at points 
A,B,C ,  D showing spatial variation of offset. (c) E , ( t ) , H , ( t ) , H , ( t )  at point A showing dc offset in CW calculation? 
( f  = 4 GHz). 

modeling of an additional 215183 nonmetal cells, or a 
cube 75 cells on a side with a total model 89 cells on a 
side. A model of this size without the storage savings 
achieved by eliminating the shielded internal volume of 
the cube would require about 8.75 megawords of memory 
(estimated), about 2.5 times as much as with this storage 
savings. This represents a substantial savings in storage 
for a relatively simple change in programming, minimal 
additional computational time, and no loss of accuracy. 

Special consideration must be given to the cells on the 
surface of the scatterer to determine if these cells are 
“metal” cells. To be considered a “metal” cell, all of the 
field components within the cell must be zero. In the 
traditional FDTD algorithm, field components are dis- 
persed throughout the cell [61. For example, in two- 
dimensional FDTD with TM polarization, the fields on 
the surface of the cell are H,,,,,, and Etdngentldl, which 
are zero on the surface of a perfect conductor. In the case 
of T E  polarization, however, the fields on the surface of 
the cell are Iftdngentldl and EnOrmdl, which are not zero. For 
T E  polarization, the shielded internal volume is taken to 
be one cell inside the scatterer. 

The large amount of memory required for computing 
the RCS of realistic targets has been a continual chal- 
lenge for FDTD. The use of maximum cell size, minimum 
number of external cells, and this new method to elimi- 
nate field storage in the shielded internal volume of 
perfectly conducting targets can significantly increase the 
size of the targets which can be modeled using the FDTD 
algorithm. 

IV. H FIELD DC OFFSET 

The use of FDTD for calculation of the RCS’s of 
perfectly conductive targets is subject to yet another 
unique problem. The surface currents induced on the 
perfect conductor by the incident time-varying fields do 
not decay with time, as there is no dissipative mechanism. 
These currents then induce a magnetic field in the near 
field of the target. If this near zone dc magnetic field is 
then sampled and transformed to the far field for RCS 
calculations, it makes these calculations appear to be 
nonconvergent, even though the electric and magnetic 
fields converge very well. In this section, the dc magnetic 
field computed by FDTD calculations is illustrated, its 
complicating effect on RCS calculations is demonstrated, 
and methods to remove its effect are presented. RCS 
calculations in Sections I1 and I l l  were made with the 
effect of dc magnetic field removed. 

This dc offset is illustrated for the circular metal cylin- 
der with A x  = Amin/20 presented in Section 11. The 
backscattered RCS of this cylinder calculated using FDTD 
is shown in Fig. 3. A 1 V/m TM polarized raised cosine 
plane wave with F,, = 4 GHz is incident from the + y 
direction. The electric and magnetic fields at point A are 
shown in Fig. 6(a). H, has a notable dc offset, and all 
field components show good convergence. The magnitude 
of the dc offset is not uniform throughout the problem 
space, as can be seen from Fig. 6(b). This figure shows H, 
fields at four points surrounding the cylinder. The magni- 
tudes of the dc offsets vary from 0.33 to 2.0 mA. The 
offset in fact decays approximately exponentially away 
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from the target. The dc offset also appears for CW 
excitation. Fig. 6(c) shows the fields at point A for the 
cylinder described above illuminated by a 4 GHz sinu- 
soidal plane wave. The dc offset again appears in the HA. 
field component, and all fields converge very well. 

In two dimensions, the dc offset is observed only for 
TM illumination of highly conductive objects. In three 
dimensions, the dc offset is observed for both T E  and TM 
illumination of highly conductive objects. The offset is not 
observed for scattering from imperfectly conducting di- 
electrics. These observations are consistent with the un- 
derstanding that the dc magnetic field is induced by 
surface currents. 

The transformation of near fields containing this static 
magnetic field makes the frequency-domain solutions ap- 
pear to be oscillatory even when the time-domain fields 
converge satisfactorily. Fig. 7 shows the time-domain H., 
field at point A (as also shown in Fig. 6(a)) and the 
computed real and imaginary frequency-domain fields as 
a function of time. The computed values of both the real 
and imaginary frequency-domain fields oscillate around 
the correct value but do not converge to it. When the 
computed frequency-domain values are oscillatory, the 
computed RCS is also oscillatory. 

The oscillatory behavior of frequency-domain calcula- 
tions can be explained by breaking the summation in (2) 
into two separate summations, one over the nonconstant 
portion of the pulse (up to n l ) ,  the other over the 
constant portion of the pulse where the complex exponen- 
tial is represented as a complex sinusoid as shown in 

The first term in (4) gives the average (and desired) value 
of G ( k A f ) ,  and the second term gives the oscillatory 
nature of the calculated results. The value of the first 
term cannot easily be extracted in this application, be- 
cause the field values throughout the grid converge at 
different times. By the time convergence has been ob- 
served, the value of the first term has been overestimated 
in partial calculation of the second term. A more feasible 
way of obtaining the average is to observe that the second 
term is a sum of sinusoids, and hence is also a sinusoid, 
with frequency k A  f and amplitude g ( n l ) N / 2 n - k .  The 
real part oscillates as a sine wave, and the imaginary part 
oscillates as a cosine wave with phase= 0 at time = O .  
Since the form of G ( k A f )  is now known, its average 
value can be calculated at any time step beyond n l .  No 
additional storage is required for these calculations. 

This oscillation in the frequency-domain calculations 
caused by the dc offset in the magnetic field can be 
removed from CW calculations by averaging the positive 
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domain field calculation for circular, perfectly conducting infinite 
cylinder (TM polarization). Incident field is 1 V/m raised cosine 
pulse, F,, = 4 GHz, Ax = A,,, /20 = 0.375 cm, radius = lOAx = 0.0375 
m. Frequency-domain values are shown for 4 GHz, and all values are 
shown multiplied by 754. 

Fig. 7. 

and negative peaks of the steady-state sinusoid. With the 
effects of the dc offset removed from either CW or pulsed 
FDTD calculations by postprocess averaging, the calcu- 
lated RCS does converge to the correct value, which is 
shown in Fig. 3. All test cases in this study were per- 
formed with postprocess adjustment for the magnetic 
field dc offset. 

V. SUMMARY AND CONCLUSIONS 
Several improvements to the FDTD method for calcu- 

lating the RCS of a perfectly conducting target have been 
presented in this paper. CW and pulsed excitations for 
FDTD were compared, and it was shown that pulsed 
FDTD was by far the more efficient method for comput- 
ing the frequency response of targets. Both methods had 
virtually identical storage requirements and gave virtually 
identical results. Methods to minimize FDTD storage 
requirements were discussed. The maximum usable cell 
size was examined in order to minimize the number of 
cells required to model a target. It was found that cell 
sizes as low as Ami,/5 were sufficient to model square 
bodies, sizes of Ami, / 1 0  to A,,, /20 were sufficient to 
model curved bodies with TM polarization, and sizes of 
Amin/20 to Ami,/30 were sufficient to model curved 
bodies with T E  polarization using the traditional FDTD 
algorithm. The minimum spacing between the target and 
the absorbing boundary was also discussed, and it was 
found that six to nine cells provided sufficient spacing 
using second-order Mur boundary conditions with cell 
sizes ranging from A/20n- to A / 2 . 5 .  A new method to 
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eliminate field storage in the shielded internal volume of 
perfect conductors was also presented and shown to pro- 
vide substantial storage savings. The magnetic field dc 
offset induced by surface currents on perfect conductors 
was examined and was observed to make the FDTD 
frequency-domain calculations and hence RCS calcula- 
tions oscillatory. Postprocess averaging methods were pre- 
sented to remove the effects of this dc offset for both CW 
and pulsed FDTD, and resultant stability in the RCS 
calculations was achieved. 
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